**UNIT 4**

**Branch and Bound**

**General method:**

Branch and Bound is another method to systematically search a solution space. Just like backtracking, we will use bounding functions to avoid generating subtrees that do not contain an answer node. However branch and Bound differs from backtracking in two important manners:

1. It has a branching function, which can be a depth first search, breadth first search or based on bounding function.

2. It has a bounding function, which goes far beyond the feasibility test as a mean to prune efficiently the search tree.

Branch and Bound refers to all state space search methods in which all children of the E-node are generated before any other live node becomes the E-node

Branch and Bound is the generalisation of both graph search strategies, BFS and D search.

∙ A BFS like state space search is called as FIFO (First in first out) search as the list of live nodes in a first in first out list (orqueue).

∙ A D search like state space search is called as LIFO (Last in first out) search as the list of live nodes in a last in first out (or stack).

*Definition 1:* Live node is a node that has been generated but whose children have not yet been generated.

*Definition 2:* E-node is a live node whose children are currently being explored. In other words, an E-node is a node currently being expanded.

*Definition 3:* Dead node is a generated node that is not to be expanded or explored any further. All children of a dead node have already been expanded.

*Definition 4:* Branch-an-bound refers to all state space search methods in which all children of an E-node are generated before any other live node can become the E-node.

*Definition 5:* The adjective "heuristic", means" related to improving problem solving performance". As a noun it is also used in regard to "any method or trick used to improve the efficiency of a problem solving problem". But imperfect methods are not necessarily heuristic or vice versa. "A heuristic (heuristic rule, heuristic method) is a rule of thumb, strategy, trick simplification or any other kind of device which drastically limits search for solutions in large problem spaces. Heuristics do not guarantee optimal solutions, they do not guarantee any solution at all. A useful heuristic offers solutions which are good enough most of thetime.
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**Least Cost (LC) search:**

In both LIFO and FIFO Branch and Bound the selection rule for the next E-node in rigid and blind. The selection rule for the next E-node does not give any preference to a node that has a very good chance of getting the search to an answer node quickly.

The search for an answer node can be speeded by using an “intelligent” ranking ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAUAAAALCAYAAAC3ZUeVAAAALUlEQVQImbXLoQ0AIAwAwWsaBMOw/2D4Bk9qEJz9PI3ERKDuEN3xXWJhYL/vBw9gAjhBM8uRAAAAAElFTkSuQmCC)

function *c*( ⋅) for live nodes. The next E-node is selected on the basis of this ranking function. The node x is assigned a rank using:

*c![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAUAAAALCAYAAAC3ZUeVAAAALUlEQVQImbXLoQ0AIAwAwWsaBMOw/2D4Bk9qEJz9PI3ERKDuEN3xXWJhYL/vBw9gAjhBM8uRAAAAAElFTkSuQmCC)*( *x* ) = f(h(x)) + *g![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAUAAAALCAYAAAC3ZUeVAAAALUlEQVQImbXLoQ0AIAwAwWsaBMOw/2D4Bk9qEJz9PI3ERKDuEN3xXWJhYL/vBw9gAjhBM8uRAAAAAElFTkSuQmCC)*( *x* )

where, *c![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAUAAAALCAYAAAC3ZUeVAAAALUlEQVQImbXLoQ0AIAwAwWsaBMOw/2D4Bk9qEJz9PI3ERKDuEN3xXWJhYL/vBw9gAjhBM8uRAAAAAElFTkSuQmCC)*( *x* ) is the cost of x.

h(x) is the cost of reaching x from the root and f(.) is any non-decreasing function.

*g![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAUAAAALCAYAAAC3ZUeVAAAANUlEQVQImbXLoRHAIBAAwQ0kFkVF9N8MDgMThXuDYO3NEch4UbAwd3jwIUXXVRkVDQP9bP8BDL8EW1mbmGsAAAAASUVORK5CYII=)*( *x*) is an estimate of the additional effort needed to reach an answer node from x.
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A search strategy that uses a cost function *c*( *x* ) = f(h(x) + *g*( *x* ) to select the next

E-node would always choose for its next E-node a live node with least LC–search (Least Cost search)
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*c![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAUAAAALCAYAAAC3ZUeVAAAALUlEQVQImbXLoQ0AIAwAwWsaBMOw/2D4Bk9qEJz9PI3ERKDuEN3xXWJhYL/vBw9gAjhBM8uRAAAAAElFTkSuQmCC)*(.) is called a

BFS and D-search are special cases of LC-search. If *g*( *x* ) = 0 and f(h(x)) = level of node x, then an LC search generates nodes by levels. This is eventually the same as

a BFS. If f(h(x)) = 0 and essentially a D-search.

*g![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAUAAAALCAYAAAC3ZUeVAAAALUlEQVQImbXLoQ0AIAwAwWsaBMOw/2D4Bk9qEJz9PI3ERKDuEN3xXWJhYL/vBw9gAjhBM8uRAAAAAElFTkSuQmCC)*( *x* ) > *g![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAUAAAALCAYAAAC3ZUeVAAAALUlEQVQImbXLoQ0AIAwAwWsaBMOw/2D4Bk9qEJz9PI3ERKDuEN3xXWJhYL/vBw9gAjhBM8uRAAAAAElFTkSuQmCC)*( *y* ) whenever y is a child of x, then the search is

An LC-search coupled with bounding functions is called an LC-branch and bound search

We associate a cost c(x) with each node x in the state space tree. It is not possible to ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAUAAAALCAYAAAC3ZUeVAAAALUlEQVQImbXLoQ0AIAwAwWsaBMOw/2D4Bk9qEJz9PI3ERKDuEN3xXWJhYL/vBw9gAjhBM8uRAAAAAElFTkSuQmCC)

easily compute the function c(x). So we compute a estimate *c*( *x* ) of c(x).

**Control Abstraction for LC-Search:**

Let t be a state space tree and c() a cost function for the nodes in t. If x is a node in t, then c(x) is the minimum cost of any answer node in the subtree with root x. Thus, c(t) is the cost of a minimum-cost answer node in t.
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A heuristic *c*(.) is used to estimate c(). This heuristic should be easy to compute and generally has the property that if x is either an answer node or a leaf node, then ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAUAAAALCAYAAAC3ZUeVAAAALUlEQVQImbXLoQ0AIAwAwWsaBMOw/2D4Bk9qEJz9PI3ERKDuEN3xXWJhYL/vBw9gAjhBM8uRAAAAAElFTkSuQmCC)

c(x) = *c*( *x* ) .

LC-search uses *c ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAALCAYAAABcUvyWAAAANElEQVQYlc3MIRJAEQAA0WdQJSf697/NVxlFUBTJlg07sxyISCjoGHsMyMtvEFHx4Ue7X016QARY5pijswAAAABJRU5ErkJggg==)*to find an answer node. The algorithm uses two functions Least() and Add() to delete and add a live node from or to the list of live nodes, respectively.

Least() finds a live node with least c(). This node is deleted from the list of live nodes and returned.
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Add(x) adds the new live node x to the list of live nodes. The list of live nodes be implemented as a min-heap.

Algorithm LCSearch outputs the path from the answer node it finds to the root node t. This is easy to do if with each node x that becomes live, we associate a field *parent* which gives the parent of node x. When the answer node g is found, the path from g to t can be determined by following a sequence of *parent* values starting from the current E-node (which is the parent of g) and ending at node t.

Listnode = **record**

{

Listnode \* next, \*parent; float cost;

}

Algorithm **LCSearch**(t)

{ //Search t for an answer node

if \*t is an answer node then output \*t and return;

E := t; //E-node.

initialize the list of live nodes to be empty;

repeat

{

for each child x of E do

{

if x is an answer node then output the path from x to t and return;

Add (x); //x is a new live node.

(x 🡪 parent) := E; // pointer for path to root

}

if there are no more live nodes then

{

write (“No answer node”);

return;

}

E := Least();

} until (false);

}

The root node is the first, E-node. During the execution of LC search, this list contains all live nodes except the E-node. Initially this list should be empty. Examine all the children of the E-node, if one of the children is an answer node, then the algorithm outputs the path from x to t and terminates. If the child of E is not an answer node, then it becomes a live node. It is added to the list of live nodes and its parent field set to E. When all the children of E have been generated, E becomes a dead node. This happens only if none of E‟s children is an answer node. Continue the search further until no live nodes found. Otherwise, Least(), by definition, correctly chooses the next E-node and the search continues from here.

LC search terminates only when either an answer node is found or the entire state space tree has been generated and searched.

**Bounding:**

A branch and bound method searches a state space tree using any search mechanism in which all the children of the E-node are generated before another node becomes the E-node. We assume that each answer node x has a cost c(x) associated with it and that a minimum-cost answer node is to be found. Three common search strategies are FIFO, LIFO, and LC. The three search methods differ only in the selection rule used to obtain the next E-node.
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A good bounding helps to prune efficiently the tree, leading to a faster exploration of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8+AwAIvALe9oZAkwAAAABJRU5ErkJggg==) the solution space.

A cost function *c![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8OAwAItgLbIxiUmAAAAABJRU5ErkJggg==)*(.) such that ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//82AwAItALazBebVQAAAABJRU5ErkJggg==)*c*( ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8eAwAIugLdpL9UBwAAAABJRU5ErkJggg==)*x* ) < c(x) is used to provide lower bounds on solutions obtainable from any node x. If upper is an upper bound on the cost of a ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8uAwAIuALceF8VrQAAAABJRU5ErkJggg==)

minimum-cost solution, then all live nodes x with c(x) > *c*( *x* ) > upper. The starting value for upper can be obtained by some heuristic or can be set to ∞ .

As long as the initial value for upper is not less than the cost of a minimum-cost answer node, the above rules to kill live nodes will not result in the killing of a live node that can reach a minimum-cost answer node. Each time a new answer node is found, the value of upper can be updated.

Branch-and-bound algorithms are used for optimization problems where, we deal directly only with minimization problems. A maximization problem is easily converted to a minimization problem by changing the sign of the objective function.

To formulate the search for an optimal solution for a least-cost answer node in a state space tree, it is necessary to define the cost function c(.), such that c(x) is minimum for all nodes representing an optimal solution. The easiest way to do this is to use the objective function itself for c(.).

∙ For nodes representing feasible solutions, c(x) is the value of the objective function for that feasible solution.

∙ For nodes representing infeasible solutions, c(x) = ∝.

∙ For nodes representing partial solutions, c(x) is the cost of the minimum-cost node in the subtree with root x.

Since, c(x) is generally hard to compute, the branch-and-bound algorithm will use an ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8iAwAIoALQpHzBOgAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8aAwAIqgLVQg1bVgAAAABJRU5ErkJggg==)

estimate *c*( *x* ) such that *c*( *x* ) < c(x) for all x.

**FIFO Branch and Bound:**

A FIFO branch-and-bound algorithm for the job sequencing problem can begin with upper = ∝ as an upper bound on the cost of a minimum-cost answer node.

Starting with node 1 as the E-node and using the variable tuple size formulation of Figure 8.4, nodes 2, 3, 4, and 5 are generated. Then u(2) = 19, u(3) = 14, u(4) = 18, and u(5) = 21.

The variable upper is updated to 14 when node 3 is generated. Since *c* (4) and ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8KAwAIpgLTxaqbyQAAAABJRU5ErkJggg==)*c*(5) are greater than upper, nodes 4 and 5 get killed. Only nodes 2 and 3 remain alive.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//80AwAIlALKfnLc+AAAAABJRU5ErkJggg==)

Node 2 becomes the next E-node. Its children, nodes 6, 7 and 8 are generated.

Then u(6) = 9 and so upper is updated to 9. The cost gets killed. Node 8 is infeasible and so it is killed.

*c![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8kAwAIkALI8KuJxgAAAABJRU5ErkJggg==)*(7) = 10 > upper and node 7

Next, node 3 becomes the E-node. Nodes 9 and 10 are now generated. Then u(9) = ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//88AwAInALOROMHPgAAAABJRU5ErkJggg==)

8 and so upper becomes 8. The cost *c*(10) = 11 > upper, and this node is killed.
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The next E-node is node 6. Both its children are infeasible. Node 9‟s only child is also infeasible. The minimum-cost answer node is node 9. It has a cost of 8.

When implementing a FIFO branch-and-bound algorithm, it is not economical to kill ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8sAwAImALMyjpSAAAAAABJRU5ErkJggg==)

live nodes with *c*(*x*) > upper each time upper is updated. This is so because live nodes are in the queue in the order in which they were generated. Hence, nodes with *c*(*x*) > upper are distributed in some random way in the queue. Instead, live nodes ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//84AwAIjALGolEIbwAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8YAwAIigLF8Ggc+wAAAABJRU5ErkJggg==)

with *c*(*x*) > upper can be killed when they are about to become E-nodes.

The FIFO-based branch-and-bound algorithm with an appropriate called FIFOBB.

**LC Branch and Bound:**

*c![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8EAwAIjgLHuREjsQAAAABJRU5ErkJggg==)*(.) and u(.) is

An LC Branch-and-Bound search of the tree of Figure 8.4 will begin with upper = ∝ and node 1 as the first E-node.

When node 1 is expanded, nodes 2, 3, 4 and 5 are generated in that order.

As in the case of FIFOBB, upper is updated to 14 when node 3 is generated and ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8vAwAI+AL8ldyzEQAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8PAwAI9gL7zpsyJAAAAABJRU5ErkJggg==)

nodes 4 and 5 are killed as *c*(4) > upper and *c*(5) > upper.
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Node 2 is the next E-node as *c*(2) = 0 and *c*(3) = 5. Nodes 6, 7 and 8 are generated and upper is updated to 9 when node 6 is generated. So, node 7 is killed as *c*(7) = 10 > upper. Node 8 is infeasible and so killed. The only live nodes now are nodes 3 and 6. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8nAwAI8AL4r01o1wAAAABJRU5ErkJggg==)

Node 6 is the next E-node as *c![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8HAwAI7gL35vfCoAAAAABJRU5ErkJggg==)*(6) = 0 < *c![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//83AwAI9AL6IZQ96QAAAABJRU5ErkJggg==)*(3) . Both its children are infeasible.

Node 3 becomes the next E-node. When node 9 is generated, upper is updated to 8 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8XAwAI8gL5c60pfQAAAABJRU5ErkJggg==)

as u(9) = 8. So, node 10 with *c*(10) = 11 is killed on generation.

Node 9 becomes the next E-node. Its only child is infeasible. No live nodes remain. The search terminates with node 9 representing the minimum-cost answernode.

2 3

The path = 1 🡪 3 🡪 9 = 5 + 3 = 8

**Traveling Sale Person Problem:**

By using dynamic programming algorithm we can solve the problem with time complexity of O(n22n) for worst case. This can be solved by branch and bound technique using efficient bounding function. The time complexity of traveling sale person problem using LC branch and bound is O(n22n) which shows that there is no change or reduction of complexity than previous method.

We start at a particular node and visit all nodes exactly once and come back to initial node with minimum cost.

Let G = (V, E) is a connected graph. Let C(i, J) be the cost of edge <i, j>. cij = ∝ if <i, j> ∉E and let |V| = n, the number of vertices. Every tour starts at vertex 1 and ends at the same vertex. So, the solution space is given by S = {1, π, 1 | π is a
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permutation of (2, 3, . . . , n)} and |S| = (n – 1)!. The size of S can be reduced by restricting S so that (1, i1, i2, . . . . in-1, 1) ∈ S iff <ij, ij+1> ∈ E, 0 < j < n - 1 and i0 = in =1.

Procedure for solving traveling sale person problem:

1. Reduce the given cost matrix. A matrix is reduced if every row and column is reduced. A row (column) is said to be reduced if it contain at least one zero and all-remaining entries are non-negative. This can be done as follows:

a) *Row reduction:* Take the minimum element from first row, subtract it from all elements of first row, next take minimum element from the second row and subtract it from second row. Similarly apply the same procedure for all rows.

b) Find the sum of elements, which were subtracted from rows. c) Apply column reductions for the matrix obtained after row reduction.

*Column reduction:* Take the minimum element from first column, subtract it from all elements of first column, next take minimum element from the second column and subtract it from second column. Similarly apply the same procedure for all columns.

d) Find the sum of elements, which were subtracted from columns.

e) Obtain the cumulative sum of row wise reduction and column wise reduction.

Cumulative reduced sum = Row wise reduction sum + column wise reduction sum.

Associate the cumulative reduced sum to the starting state as lower bound and ∝ as upper bound.

2. Calculate the reduced cost matrix for every node R. Let A is the reduced cost matrix for node R. Let S be a child of R such that the tree edge (R, S) corresponds to including edge <i, j> in the tour. If S is not a leaf node, then the reduced cost matrix for S may be obtained as follows:

a) Change all entries in row i and column j of A to ∝.

b) Set A (j, 1) to ∝.

c) Reduce all rows and columns in the resulting matrix except for rows and column containing only ∝. Let r is the total amount subtracted to reduce the matrix.

c) Find *c*(*S![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//87AwAI7AL2/bfpfgAAAABJRU5ErkJggg==)*) = *c*(*R![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8bAwAI6gL1r4796gAAAABJRU5ErkJggg==)*) + *A* (*i*, *j*) + *r*, where „r‟ is the total amount subtracted to reduce the matrix, *c*(*R*) indicates the lower bound of the ith node in (i, j) path and *c*(*S*) is called the cost function. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8rAwAI6AL0c268QAAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8TAwAI4gLxlR8mLAAAAABJRU5ErkJggg==)

3. Repeat step 2 until all nodes are visited.
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**Example:**

Find the LC branch and bound solution for the traveling sale person problem whose cost matrix is as follows:

⎡ ∞ 20 ⎢

30 10 11⎤ ⎥

The cost matrix is

⎢15 ∞ ⎢ 3 5 ⎢ ⎢19 6 ⎢⎣16 4

16 4 2 ⎥

∞ 2 4 ⎥ 18 ∞ 3⎥

⎥

7 16 ∞ ⎥⎦

*Step 1: Find the reduced cost matrix.*

*Apply row reduction method:*

*Deduct 10 (which is the minimum) from all values in the 1st row. Deduct 2 (which is the minimum) from all values in the 2nd row. Deduct 2 (which is the minimum) from all values in the 3rd row. Deduct 3 (which is the minimum) from all values in the 4th row. Deduct 4 (which is the minimum) from all values in the 5th row.*

⎡∞ 10 20 0

1 ⎤

⎢13 ⎢ ∞ 14 2

0

⎥⎥

The resulting row wise reduced cost matrix

= ⎢ 1 3 ∞ 0

0 ⎥

⎢16 3 15 ∞

0

⎥ ⎥

⎢⎣12 0 3 12

∞⎥⎦

Row wise reduction sum = 10 + 2 + 2 + 3 + 4 = 21

Now apply column reduction for the above matrix:

*Deduct 1 (which is the minimum) from all values in the 1st column. Deduct 3 (which is the minimum) from all values in the 3rd column.*

⎡∞ 10 17 0 1 ⎤

⎢12 ⎢ ∞ 11 2⎥

0⎥

2 ⎥⎥

The resulting column wise reduced cost matrix (A) = ⎢ 0 3 ∞ 0

⎢15 3 12 ∞

0

⎥

∞⎥⎦

Column wise reduction sum = 1 + 0 + 3 + 0 + 0 = 4

⎢⎣11 0 0 12

Cumulative reduced sum = row wise reduction + column wise reduction sum. = 21 + 4 = 25.

This is the cost of a root i.e., node 1, because this is the initially reduced costmatrix. The lower bound for node is 25 and upper bound is ∝.
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Starting from node 1, we can next visit 2, 3, 4 and 5 vertices. So, consider toexplore the paths (1, 2), (1, 3), (1, 4) and (1,5).

The tree organization up to this point is as follows:

U = ∝

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8jAwAI4ALwSf9nhgAAAABJRU5ErkJggg==)1L = 25

i = 2
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i = 3 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8zAwAI5ALyxyYyuAAAAABJRU5ErkJggg==)3

i = 4 i = 5 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8dAwAI2gLt+1m1FgAAAABJRU5ErkJggg==)4 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8tAwAI2ALsJ7n0vAAAAABJRU5ErkJggg==)5

Variable „i‟ indicates the next node to visit.

*Step 2:*

*Consider the path (1, 2):*

Change all entries of row 1 and column 2 of A to ∝ and also set A(2, 1) to ∝.

⎡ ∞ ⎢⎢⎢ 0

∞ ∞ ∞ ∞ 11 2

∞ ⎤ ⎥⎥

∞ 0

⎢

∞ ∞ 0

2 ⎥⎥

⎢15

∞ 12 ∞

0

⎥

⎢⎣11

∞ 0 12

∞ ⎥⎦

Apply row and column reduction for the rows and columns whose rows and columns are not completely ∝.

⎡ ∞ ⎢⎢⎢ 0

∞ ∞ ∞ ∞ 11 2

∞ ⎤ ⎥⎥

∞ 0

Then the resultant matrix is ⎢

∞ ∞ 0

2 ⎥⎥

⎢15

∞ 12 ∞

0

⎥

⎢⎣11

∞ 0 12

∞ ⎥⎦

Row reduction sum = 0 + 0 + 0 + 0 = 0

Column reduction sum = 0 + 0 + 0 + 0 = 0

Cumulative reduction (r) = 0 + 0 = 0

Therefore, as *c![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8DAwAI3gLvJb+bdQAAAABJRU5ErkJggg==)*(*S* ) = *c![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//89AwAI3ALuqWChggAAAABJRU5ErkJggg==)*(*R*) + *A* (1, 2) + *r*

*c ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8NAwAI1gLrfP51iQAAAABJRU5ErkJggg==)*(*S* ) = 25 + 10 + 0 = 35

*Consider the path (1, 3):*

Change all entries of row 1 and column 3 of A to ∝ and also set A(3, 1) to ∝.
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⎡ ∞ ∞ ∞ ∞ ∞ ⎤ ⎢2 0⎥⎥

⎢12 ∞ ∞

⎢∞ 3 ⎢

⎢15 3 ⎢⎣11 0

∞ 0 ∞ ∞ ∞ 12

2 ⎥⎥

0

⎥

∞ ⎥⎦

Apply row and column reduction for the rows and columns whose rows and columns are not completely ∝.

⎡ ∞ ∞ ∞ ∞ ∞ ⎤

⎢2 0⎥⎥

⎢1∞ ∞

Then the resultant matrix is ⎢∞ ⎢

⎢4

⎢⎣0

Row reduction sum = 0 Column reduction sum = 11

3 ∞ 0 3 ∞ ∞ 0 ∞ 12

2 ⎥⎥

0

⎥

∞ ⎥⎦

Cumulative reduction (r) = 0 + 11 = 11

Therefore, as *c![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38WAwAIMgKZWvxQCwAAAABJRU5ErkJggg==)*(*S* ) = *c![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38GAwAILgKXz6a71gAAAABJRU5ErkJggg==)*(*R*) + *A* (1, 3) + *r*

*c ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38KAwAIJgKTAXhEAwAAAABJRU5ErkJggg==)*(*S* ) = 25 + 17 + 11 = 53

*Consider the path (1, 4):*

Change all entries of row 1 and column 4 of A to ∝ and also set A(4, 1) to ∝.

⎡∞

∞ ∞ ∞

∞ ⎤

⎢12

∞ 11 ∞

0

⎥⎥

⎢⎢ 0

⎢

⎢∞ ⎢⎣11

3 ∞ ∞ 3 12 ∞ 0 0 ∞

2 ⎥⎥

0

⎥

∞ ⎥⎦

Apply row and column reduction for the rows and columns whose rows and columns are not completely ∝.

⎡∞

∞ ∞ ∞

∞ ⎤

⎢12

∞ 11 ∞

0

⎥⎥

Then the resultant matrix is

Row reduction sum = 0 Column reduction sum = 0

⎢⎢ 0 ⎢

⎢∞ ⎢⎣11

3 ∞ ∞ 3 12 ∞ 0 0 ∞

2 ⎥⎥

0

⎥

∞ ⎥⎦

Cumulative reduction (r) = 0 + 0 = 0
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Therefore, as *c![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38yAwAIJAKS7ndLzgAAAABJRU5ErkJggg==)*(*S* ) = *c![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/386AwAILAKW1OaQCAAAAABJRU5ErkJggg==)*(*R*) + *A* (1, 4) + *r*

*c ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38aAwAIKgKVht+EnAAAAABJRU5ErkJggg==)*(*S* ) = 25 + 0 + 0 = 25

*Consider the path (1, 5):*

Change all entries of row 1 and column 5 of A to ∝ and also set A(5, 1) to ∝.

⎡∞ ∞

∞ ∞

∞ ⎤

⎢12 ∞

11 2

∞

⎥⎥

⎢⎢ 0 3 ⎢

⎢15 3 ⎢⎣ ∞ 0

∞ 0 12 ∞ 0 12

∞ ⎥⎥ ∞

⎥

∞ ⎥⎦

Apply row and column reduction for the rows and columns whose rows and columns are not completely ∝.

⎡∞ ∞

∞ ∞

∞ ⎤

⎢10 ∞

9 0

∞

⎥⎥

Then the resultant matrix is

Row reduction sum = 5 Column reduction sum = 0

⎢⎢ 0 3 ⎢

⎢12 0 ⎢⎣∞ 0

∞ 0 9 ∞ 0 12

∞ ⎥⎥ ∞

⎥

∞ ⎥⎦

Cumulative reduction (r) = 5 + 0 = 0

Therefore, as *c![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7+XAQAIGAKMG/RwrAAAAABJRU5ErkJggg==)*(*S* ) = *c![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7+bAQAIFAKKPC1GiQAAAABJRU5ErkJggg==)*(*R*) + *A* (1, 5) + *r c ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38iAwAIIAKQYK4e8AAAAABJRU5ErkJggg==)*(*S* ) = 25 + 1 + 5 = 31

The tree organization up to this point is as follows: U = ∝

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7+fAQAIHAKOwRz3OwAAAABJRU5ErkJggg==)1L = 25

i = 2

i = 3

i = 4 i = 5

35 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7+DAQAIDgKHBxzOOwAAAABJRU5ErkJggg==)2 53 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7+LAQAIEgKJxnf3TwAAAABJRU5ErkJggg==)3 25 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7+TAQAIEAKI5sXBHgAAAABJRU5ErkJggg==)4 31 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7+VAQAICAKEnpZKxwAAAABJRU5ErkJggg==)5

i = 2 i = 5

i = 3

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7+FAQAIBgKDbbJuoAAAAABJRU5ErkJggg==)6 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7+dAQAIDAKGRH7NUAAAAABJRU5ErkJggg==)7 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7+NAQAICgKFviR8lgAAAABJRU5ErkJggg==)8

The cost of the paths between (1, 2) = 35, (1, 3) = 53, (1, 4) = 25 and (1, 5) = 31. The cost of the path between (1, 4) is minimum. Hence the matrix obtained for path (1, 4) is considered as reduced cost matrix.
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⎡∞

∞ ∞ ∞

∞ ⎤

⎢12 ⎢

∞ 11 ∞

0

⎥⎥

A = ⎢0 ⎢

⎢∞

⎢⎣11

3 ∞ ∞ 3 12 ∞ 0 0 ∞

2 ⎥⎥

0

⎥

∞ ⎥⎦

*The new possible paths are (4, 2), (4, 3) and (4,5).*

*Consider the path (4, 2):*

Change all entries of row 4 and column 2 of A to ∝ and also set A(2, 1) to ∝.

⎡∞ ∞ ∞ ∞ ∞ ⎤

⎢∞ ∞ 11 ∞ 0⎥

⎢ ⎥

⎢ 0 ∞

⎢

⎢∞ ∞ ⎢⎣11 ∞

∞ ∞ 2 ⎥⎥ ∞ ∞ ∞ ⎥ 0 ∞ ∞ ⎥⎦

Apply row and column reduction for the rows and columns whose rows and columns are not completely ∝.

⎡∞ ∞ ∞ ∞ ∞ ⎤

⎢∞ ∞ 11 ∞ 0⎥

⎢ ⎥

Then the resultant matrix is

Row reduction sum = 0 Column reduction sum = 0

⎢⎢ 0 ∞ ⎢∞ ∞ ⎢⎣11 ∞

∞ ∞ 2 ⎥⎥ ∞ ∞ ∞ ⎥ 0 ∞ ∞ ⎥⎦

Cumulative reduction (r) = 0 + 0 = 0

Therefore, as *c![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7+JAQAIAgKBQxXNJAAAAABJRU5ErkJggg==)*(*S* ) = *c![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7+RAQAIAAKAY6f7dQAAAABJRU5ErkJggg==)*(*R*) + *A* (4, 2) + *r*

*c ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7+ZAQAIBAKCuU984gAAAABJRU5ErkJggg==)*(*S* ) = 25 + 3 + 0 = 28

*Consider the path (4, 3):*

Change all entries of row 4 and column 3 of A to ∝ and also set A(3, 1) to ∝.

⎡∞ ∞ ∞ ∞

∞ ⎤

⎢12 ∞ ∞ ∞

0

⎥⎥

⎢⎢ ∞ 3 ∞ ∞ ⎢

⎢∞ ∞∞ ∞ ⎢⎣11 0∞ ∞

2 ⎥⎥

∞

⎥

∞ ⎥⎦
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Apply row and column reduction for the rows and columns whose rows and columns are not completely ∝.

⎡∞ ∞ ∞ ∞ ∞ ⎤

⎢1∞ ∞ ∞ 0⎥

⎢ ⎥

Then the resultant matrix is

Row reduction sum = 2 Column reduction sum = 11

⎢⎢ ∞ 1 ∞ ∞ 0 ⎥

⎥

⎢∞ ∞∞ ∞ ∞ ⎥ ⎣⎢ 0 0 ∞ ∞ ∞⎥⎦

Cumulative reduction (r) = 2 + 11 = 13

Therefore, as *c![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38/AwAIfAK+39c55QAAAABJRU5ErkJggg==)*(*S*) = *c![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38fAwAIegK9je4tcQAAAABJRU5ErkJggg==)*(*R*) + *A* (4, 3) + *r*

*c ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8gAwAIgALAFhmGlwAAAABJRU5ErkJggg==)*(*S* ) = 25 + 12 + 13 = 50

*Consider the path (4, 5):*

Change all entries of row 4 and column 5 of A to ∝ and also set A(5, 1) to ∝.

⎡∞ ∞

∞ ∞

∞ ⎤

⎢12 ∞

11 ∞

∞

⎥⎥

⎢⎢ 0 3 ⎢

⎢∞ ∞ ⎢⎣ ∞ 0

∞ ∞ ∞ ∞ 0 ∞

∞ ⎥⎥ ∞

⎥

∞ ⎥⎦

Apply row and column reduction for the rows and columns whose rows and columns are not completely ∝.

Then the resultant matrix is

⎡∞ ∞ ∞ ⎢1 ∞ 0 ⎢

⎢⎢ 0 3 ∞

∞ ∞ ⎤ ∞ ∞⎥⎥ ∞ ∞ ⎥⎥

⎢∞ ∞∞∞⎥

∞

⎢⎣∞ 0 0 ∞ ∞ ⎥⎦

Row reduction sum = 11

Column reduction sum = 0

Cumulative reduction (r) = 11+0 = 11

Therefore, as *c![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8AAwAIfgK/pkSNfAAAAABJRU5ErkJggg==)*(*S*) = *c![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38nAwAIcAK4a5+3HQAAAABJRU5ErkJggg==)*(*R*) + *A* (4, 5) + *r c ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/387AwAIbAK2OWU2tAAAAABJRU5ErkJggg==)*(*S* ) = 25 + 0 + 11 = 36
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The tree organization up to this point is as follows: U = ∝

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38PAwAIdgK7Cknt7gAAAABJRU5ErkJggg==)1L = 25

i = 2

i = 3

i = 4 i = 5

35 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/383AwAIdAK65UbiIwAAAABJRU5ErkJggg==)2 53 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38zAwAIZAKyA/TtcgAAAABJRU5ErkJggg==)3 25 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38jAwAIYAKwjS24TAAAAABJRU5ErkJggg==)4 31 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38dAwAIWgKtP4tq3AAAAABJRU5ErkJggg==)5

i = 2 i = 5

i = 3

28 6 7 836 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38FAwAITgKnkEBaxwAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/385AwAITAKmiwBxGQAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/381AwAIVAKqVyOljgAAAABJRU5ErkJggg==)

50

i = 3 i = 5

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38lAwAIUAKo2frwsAAAAABJRU5ErkJggg==)9 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38xAwAIRAKisZGq3wAAAABJRU5ErkJggg==)10

The cost of the paths between (4, 2) = 28, (4, 3) = 50 and (4, 5) = 36. The cost of the path between (4, 2) is minimum. Hence the matrix obtained for path (4, 2) is considered as reduced cost matrix.

⎡∞ ∞ ∞ ∞ ∞ ⎤

⎢∞ ∞ 11 ∞ 0⎥

⎢ ⎥

A = ⎢⎢ 0 ∞ ⎢∞ ∞

⎢⎣11 ∞

∞ ∞ 2 ⎥⎥ ∞ ∞ ∞ ⎥ 0 ∞ ∞ ⎥⎦

*The new possible paths are (2, 3) and (2, 5).*

*Consider the path (2, 3):*

Change all entries of row 2 and column 3 of A to ∝ and also set A(3, 1) to ∝.

⎡∞ ∞ ⎢∞ ∞ ⎢⎢∞ ∞ ⎢

∞ ∞ ∞ ⎤ ∞ ∞ ∞⎥⎥ ∞ ∞ 2 ⎥⎥

⎢∞ ∞ ∞ ⎢⎣11 ∞ ∞

∞ ∞ ⎥ ∞ ∞⎥⎦

Apply row and column reduction for the rows and columns whose rows and columns are not completely ∝.
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Then the resultant matrix is

Row reduction sum = 2 Column reduction sum = 11

⎡∞ ∞ ∞ ⎢∞ ∞ ∞ ⎢⎢∞ ∞ ∞ ⎢

⎢∞ ∞ ∞ ⎢⎣0 ∞ ∞

∞ ∞ ⎤ ∞ ∞⎥⎥ ∞ 0 ⎥ ∞⎥⎥

∞

∞ ∞⎥⎦

Cumulative reduction (r) = 2 + 11 = 13

Therefore, as *c![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38hAwAIQAKgP0j/4QAAAABJRU5ErkJggg==)*(*S*) = *c![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38ZAwAISgKl2TlljQAAAABJRU5ErkJggg==)*(*R*) + *A* (2, 3) + *r*

*c ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38pAwAISAKkBdkkJwAAAABJRU5ErkJggg==)*(*S* ) = 28 + 11 + 13 = 52

*Consider the path (2, 5):*

Change all entries of row 2 and column 5 of A to ∝ and also set A(5, 1) to ∝.

⎡∞ ∞ ⎢ ∞ ∞ ⎢⎢ 0 ∞

∞ ∞ ∞ ⎤ ∞ ∞ ∞⎥⎥ ∞ ∞ ∞ ⎥

⎢ ⎥

⎢∞ ∞ ∞ ∞ ∞⎥

⎢⎣∞ ∞ 0 ∞ ∞ ⎥⎦

Apply row and column reduction for the rows and columns whose rows and columns are not completely ∝.

Then the resultant matrix is

⎡∞ ∞ ⎢ ∞ ∞ ⎢⎢ 0 ∞

∞ ∞ ∞ ⎤ ∞ ∞ ∞⎥⎥ ∞ ∞ ∞ ⎥

Row reduction sum = 0 Column reduction sum = 0

⎢ ⎥ ⎢∞ ∞ ∞ ∞ ∞⎥ ⎢⎣∞ ∞ 0 ∞ ∞ ⎥⎦

Cumulative reduction (r) = 0 + 0 = 0

Therefore, as *c![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38uAwAIOAKcvI3KZwAAAABJRU5ErkJggg==)*(*S*) = *c![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8VAwAI0gLpwchu0AAAAABJRU5ErkJggg==)*(*R*) + *A* (2, 5) + *r c ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8FAwAIzgLnVJKFDQAAAABJRU5ErkJggg==)*(*S* ) = 28 + 0 + 0 = 28

The tree organization up to this point is as follows:
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i = 2

i = 3

U = ∝

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8pAwAIyALkwQv77QAAAABJRU5ErkJggg==)1L = 25 i = 4 i = 5

35 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8JAwAIxgLjmkx62AAAAABJRU5ErkJggg==)2 53 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//85AwAIzALmT9Ku0wAAAABJRU5ErkJggg==)3 25 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8ZAwAIygLlHeu6RwAAAABJRU5ErkJggg==)4 31 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8hAwAIwALg+5ogKwAAAABJRU5ErkJggg==)5

i = 2 i = 5

i = 3

28 6 7 836 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8BAwAIvgLf3C5x0AAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8xAwAIxALidUN1FQAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8RAwAIwgLhJ3phgQAAAABJRU5ErkJggg==)

50

i = 3i = 5

52 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//81AwAI1ALqk/F6RAAAAABJRU5ErkJggg==)9 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8lAwAI0ALoHSgvegAAAABJRU5ErkJggg==)10 28

i = 3

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8MAwAIlgLLkX3TNQAAAABJRU5ErkJggg==)11

The cost of the paths between (2, 3) = 52 and (2, 5) = 28. The cost of the path between (2, 5) is minimum. Hence the matrix obtained for path (2, 5) is considered as reduced cost matrix.

⎡∞ ∞

⎢ ∞ ∞

⎢

A = ⎢⎢ 0 ∞

∞ ∞ ∞ ⎤ ∞ ∞ ∞⎥⎥ ∞ ∞ ∞ ⎥⎥

⎢∞ ∞ ∞ ∞ ∞⎥

⎢⎣∞ ∞ 0 ∞ ∞ ⎥⎦

*The new possible paths is (5, 3).*

*Consider the path (5, 3):*

Change all entries of row 5 and column 3 of A to ∝ and also set A(3, 1) to ∝. Apply row and column reduction for the rows and columns whose rows and columns are not completely ∝.

Then the resultant matrix is

⎡∞ ∞ ∞ ⎢ ∞ ∞ ∞ ⎢⎢ ∞ ∞ ∞

∞ ∞ ⎤ ∞ ∞⎥⎥ ∞ ∞ ⎥

Row reduction sum = 0 Column reduction sum = 0

⎢ ⎥ ⎢∞ ∞∞ ∞⎥

∞

⎢⎣ ∞ ∞ ∞ ∞ ∞⎥⎦

Cumulative reduction (r) = 0 + 0 = 0

Therefore, as *c![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8UAwAIkgLJLEvIbAAAAABJRU5ErkJggg==)*(*S* ) = *c![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8CAwAIngLPyDw9yQAAAABJRU5ErkJggg==)*(*R*) + *A* (5, 3) + *r c ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8cAwAImgLNFtoTqgAAAABJRU5ErkJggg==)*(*S* ) = 28 + 0 + 0 = 28

The overall tree organization is as follows:
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i = 2

i = 3

U = ∝
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The path of traveling sale person problem is:

1 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38XAwAIcgK5t3/2twAAAABJRU5ErkJggg==)4 2 5 3 1

The minimum cost of the path is: 10 + 6 +2+ 7 + 3 = 28.

**8.9. 0/1 Knapsack Problem**

Consider the instance: M = 15, n = 4, (P1, P2, P3, P4) = (10, 10, 12, 18) and (w1, w2, w3, w4) = ( 2, 4, 6, 9).

0/1 knapsack problem can be solved by using branch and bound technique. In this problem we will calculate lower bound and upper bound for each node.

Place first item in knapsack. Remaining weight of knapsack is 15 – 2 = 13. Place next item w2 in knapsack and the remaining weight of knapsack is 13 – 4 = 9. Place next item w3 in knapsack then the remaining weight of knapsack is 9 – 6 = 3. No fractions are allowed in calculation of upper bound so w4 cannot be placed in knapsack.

Profit = P1 + P2 + P3 = 10 + 10 + 12

So, Upper bound = 32

To calculate lower bound we can place w4 in knapsack since fractions are allowed in calculation of lower bound.

Lower bound = 10 + 10 + 12 + ( 3 *X* 18) = 32 + 6 = 38

9

Knapsack problem is maximization problem but branch and bound technique is applicable for only minimization problems. In order to convert maximization problem into minimization problem we have to take negative sign for upper bound and lower bound.

Therefore, Upper bound (U) = -32

Lower bound (L) = -38

We choose the path, which has minimum difference of upper bound and lowerbound. If the difference is equal then we choose the path by comparing upper bounds and we discard node with maximum upper bound.
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U = - 32 L = -38
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1 L = -38

x1 = 1 x1 = 0
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Now we will calculate upper bound and lower bound for nodes 2, 3. For node 2, x1= 1, means we should place first item in the knapsack. U = 10 + 10 + 12 = 32, make it as -32

3

L = 10 + 10 + 12 + x 18 = 32 + 6 = 38, make it as -38 9

For node 3, x1 = 0, means we should not place first item in the knapsack. U = 10 + 12 = 22, make it as -22

5

L = 10 + 12 +

9x 18 = 10 + 12 + 10 = 32, make it as -32

Next, we will calculate difference of upper bound and lower bound for nodes 2, 3

For node 2, U – L = -32 + 38 = 6

For node 3, U – L = -22 + 32 = 10

Choose node 2, since it has minimum difference value of 6.
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L = - 38 4 5U = -22

L = -36

Now we will calculate lower bound and upper bound of node 4 and 5. Calculate difference of lower and upper bound of nodes 4 and 5.

For node 4, U – L = -32 + 38 = 6

For node 5, U – L = -22 + 36 = 14

Choose node 4, since it has minimum difference value of 6.
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U = - 32 L = -38
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Now we will calculate lower bound and upper bound of node 8 and 9. Calculate difference of lower and upper bound of nodes 8 and 9.

For node 6, U – L = -32 + 38 = 6

For node 7, U – L = -38 + 38 = 0

Choose node 7, since it is minimum difference value of 0.
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9L = -20

Now we will calculate lower bound and upper bound of node 4 and 5. Calculate difference of lower and upper bound of nodes 4 and 5.

For node 8, U – L = -38 + 38 = 0

For node 9, U – L = -20 + 20 = 0

Here the difference is same, so compare upper bounds of nodes 8 and 9. Discard the node, which has maximum upper bound. Choose node 8, discard node 9 since, it has maximum upper bound.

Consider the path from 1 → 2 → 4 → 7 → 8

X1 = 1

X2 = 1

X3 = 0
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X4 = 1

The solution for 0/1 Knapsack problem is (x1, x2, x3, x4) = (1, 1, 0, 1) Maximum profit is:

∑*Pi xi* = 10 x 1 + 10 x 1 + 12 x 0 + 18 x 1

= 10 + 10 + 18 = 38.
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